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ABSTRACT: Cardiovascular disease (CVD) remains one of the leading causes of mortality worldwide. Early
detection plays a critical role in minimizing fatalities and improving patient outcomes. This research proposes a
comprehensive machine learning (ML) architecture that enables early and accurate detection of CVD using clinical,
demographic, and lifestyle data. By leveraging ensemble learning, feature selection, and deep learning techniques, the
proposed framework achieves high diagnostic accuracy, interpretability, and scalability for clinical applications.

KEYWORDS: Cardiovascular Disease, Early Detection, Machine Learning, Deep Learning, Health Informatics,
Predictive Analytics, Feature Selection, Ensemble Models

L. INTRODUCTION

Cardiovascular diseases remain a significant cause of death worldwide, with early detection being critical in reducing
mortality rates. Machine learning (ML) has emerged as a powerful tool in medical diagnosis by uncovering patterns
from patient data that are often not discernible through traditional methods. However, medical datasets often contain
irrelevant or redundant features that can degrade model performance. Therefore, feature selection is essential for
improving model efficiency and accuracy.

Cardiovascular diseases comprise a group of disorders of the heart and blood vessels that account for over 17.9 million
deaths annually. Traditional diagnostic methods are often expensive, time-consuming, and dependent on clinical
expertise. With the increasing availability of electronic health records (EHRs), wearable sensor data, and patient history
databases, machine learning offers promising tools for early and automated CVD risk prediction. This paper presents a
novel ML-based architecture integrating preprocessing, feature engineering, classification, and explainability modules
for early CVD detection. Our approach addresses the challenges of data imbalance, irrelevant feature noise, and model
interpretability in clinical settings. This paper introduces a machine learning-based approach that integrates optimal
feature selection techniques with advanced classifiers for early and accurate CVD prediction.

II. RELATED WORKS

Numerous studies have applied ML to healthcare diagnostics. Logistic Regression, Decision Trees, Random Forests,
Support Vector Machines, and Neural Networks have demonstrated potential in classifying CVD risk. Deep learning
models, such as CNNs and RNNs, have been effective with imaging and time-series data. However, challenges remain
in optimizing feature selection, managing high-dimensional data, and maintaining interpretability.

Recent work has explored:

e The Framingham Heart Study dataset for risk score prediction using ML.

e  Hybrid models combining domain knowledge and Al.

e Explainable AI (XAI) tools such as SHAP and LIME to improve trust in predictions.

Numerous studies have explored ML models for cardiovascular disease prediction. Logistic Regression, Random
Forests, SVMs, and Gradient Boosting have demonstrated high predictive accuracy. However, many of these models
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use the full feature set without optimizing input attributes, potentially leading to overfitting and reduced
generalizability.

Feature selection methods such as Recursive Feature Elimination (RFE), LASSO regularization, and mutual
information have been used to enhance model performance. Ensemble learning models further boost accuracy when
combined with feature selection. For patients to receive the best care possible, cardiac problems must be accurately
predicted. A promising method for better understanding the signs of cardiac disease and developing treatment plans is
machine learning (ML) approaches. In this study, we used a dataset with 74 features to assess six machine learning
models. By combining chi-square and principal component analysis (CHI-PCA) with random forests (RF), the results
showed high accuracy rates of 98.7%, 99.0%, and 99.4% for the Cleveland, Hungarian, and Cleveland-Hungarian (CH)
datasets, respectively. Using the Chi-Square Selector, we were able to identify important elements through the analysis,
including coronary artery structure, ST depression characteristics, maximal heart rate, chest discomfort, and cholesterol
levels.

ECG signal categorization based on deep learning. Sparsity-constrained stacked de-noising autoencoders (SDAEs)
retrieved significant features from unprocessed ECG data. These characteristics were used with a soft-max regression
layer to produce a DNN. In order to update network weights, experts categorized the most pertinent and ambiguous
ECG beats during interaction. The advantages of automated categorization techniques in supporting doctors' treatment
choices for cardiac arrhythmias were recently shown in a study. In order to categorize these arrhythmias, the study used
probabilistic n-grams. It also compared the effectiveness of five unsupervised dimensionality reduction (DR)
techniques: principal polynomial analysis (PPA), kernel PCA (KPCA) with polynomial kernel, hierarchical nonlinear
PCA (hNLPCA), fast independent component analysis (fastlCA) with tangential, kurtosis, and Gaussian contrast
functions, and principal component analysis (PCA).

Python programming and machine learning methods are used to detect cardiac problems. Over the past few decades,
heart disease has become a prevalent and serious condition. It is brought on by fat. This illness develops when a
person's body experiences excessive pressure. To examine patient performance, the authors examined a dataset
comprising 270 distinct data points and 13 variables. The paper's main objective is to improve heart disease detection
through algorithms whose aim output is a count of whether or not a person has heart disease. However, there was
limited research into alternative data mining techniques, and there was no thorough analysis of the chosen algorithms'
interpretability and computing efficiency.

Several machine learning (ML) algorithms can be used for the early detection of cardiovascular diseases (CVDs) by
analyzing patient data to predict the risk of developing the disease. Some popular algorithms include K-Nearest
Neighbors (KNN), Random Forest, Logistic Regression, and Support Vector Machine (SVM), among others. These
algorithms can classify individuals as either having or not having CVD, based on factors like age, gender, blood
pressure, cholesterol levels, and lifestyle choices.

Here's a more detailed look at some of these algorithms and their applications:

1. K-Nearest Neighbors (KNN): This algorithm classifies an individual based on the majority class among their nearest
neighbors in the dataset. It's relatively simple to implement and can be effective for identifying patterns in CVD risk
factors.

2. Random Forest: This algorithm uses multiple decision trees to make predictions, which can provide a more robust
and accurate classification compared to a single decision tree. It's often used in conjunction with other algorithms like
KNN and Logistic Regression Nature to improve prediction accuracy.

3. Logistic Regression: This algorithm uses a logistic function to model the probability of an individual having CVD
based on various input features. It's a widely used and relatively easy-to-interpret algorithm.

4. Support Vector Machine (SVM): This algorithm finds the best hyperplane to separate data points into different
classes, which can be effective for classifying individuals as having or not having CVD.

Other Algorithms:

Decision Tree (DT): Uses a tree-like structure to make decisions based on different features.

Gradient Boosting: A powerful ensemble method that combines multiple weak learners to make stronger predictions.
Convolutional Neural Network (CNN): Can be used to analyze images and other complex data to identify patterns
related to CVD.

XGBoost: A variant of gradient boosting that often achieves high accuracy in CVD prediction.
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III. PROPOSED WORK

Dataset Description
The Cleveland Heart Disease dataset from the UCI Machine Learning Repository is used. It contains 303 patient
records with 14 features:

Age, Sex, Chest Pain Type (cp), Resting Blood Pressure (trestbps), Serum Cholesterol (chol)
Fasting Blood Sugar (fbs), Resting ECG (restecg), Max Heart Rate (thalach)

Exercise Induced Angina (exang), ST Depression (oldpeak), Slope of ST (slope)

Number of Major Vessels (ca), Thalassemia (thal), Target (disease presence)

Data Preprocessing

e Handling Missing Values: Imputed using KNN imputer.

e Encoding Categorical Variables: One-hot encoding for cp, restecg, slope, thal.
e Feature Scaling: StandardScaler for normalization.

There is a strong correlation between the quality of the dataset used for statistical predictions and the accuracy of
categorization measures. The following datasets were chosen for our study in order to evaluate their generalizability
and emphasize their significance. The first dataset utilized for CVD is the Hungarian Heart Disease Dataset (HHDD)
(Small Dataset), which may be found on Kaggle and the UCI Machine Learning Repository. It was created in 1988 and
is an older, standard dataset. It includes several databases, such as those from Long Beach V, Cleveland, Hungary, and
Switzerland. The collection has 1025 instances overall and 14 attributes. With a numerical scale from 0 (showing no
disease) to 1 (representing severe disease), the target field in the dataset depicts the patient's cardiac state. This study
uses the Kaggle (Large Dataset) as its second dataset. Over 400,000 Americans participate in yearly phone surveys as
part of the Centers for Disease Control's (CDC) Behavioral Risk Factor Surveillance System (BRFSS).

Minimum Redundancy Maximum Relevance (MrMr), Least Absolute Shrinkage and Selection Operator (LASSO), Fast
Correlation-Based Filter Solution (FCBF), Relief, and Analysis of Variance (ANOVA) are the five feature selection
techniques that are employed. MrMr is an example of a filter-based feature selection technique. Finding a set of
relevant traits while cutting down on redundancy is its main objective. This is achieved by gradually removing features
that show the greatest duplication with the rest of the data while maintaining a high correlation with the goal [29].
Regression regularization techniques called LASSO help in feature selection by determining the absolute values of
regression coefficients. In this manner, they remove the related characteristics from the model and reduce some of the
coefficients.
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Figurel. Flow chart of the proposed system for cardiovascular disease detection.
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The FCBF evaluate the relevance and redundancy of features using mutual information of redundancy. It then selects
features with high significance and lower redundancy to the target variables. Relief assigns values to feature weights on
the basis of their differentiating ability of different classes. Using weights, it selects the optimal features with no
redundancy and more informative.
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Figure2. Distribution of numerical features.

In data analysis and machine learning, feature selection techniques are essential tools because they make it possible to
choose the most significant and instructive features for creating predictive models. These methods are essential for
improving machine learning models' performance and interpretability, especially when dealing with high-dimensional
datasets that contain a large number of features. The size and properties of the dataset, the type of features, and the
feature selection algorithm selected all affect how effective feature selection strategies are. We examine how well
different feature selection techniques work on datasets of different sizes in this study.

We aim to assess the impact of dataset size on the effectiveness of different feature selection techniques and identify
strategies for optimizing feature selection in both small and large data settings. The findings of this study will
contribute to a deeper understanding of feature selection methodologies and their applicability in real-world data
analysis scenarios for the detection of cardiovascular diseases.

. Cou MEA . M1 25 50 75 MaA

INDEX NT N STD N " v o, x

AGE 1025 5443 9.07 29 48. 56. 61. 77.
0 4 2 0 0 0 0 0

SEX 1025 0.696 046 0.0 0.0 1.0 1.0 1.0
0

Cce 1025 0942 103 0.0 0.0 1.0 2.0 3.0
0

TREST 1025 1316 175 94, 120 130 140 200

BPS 0 12 17 0 .0 .0 0 .0

CHOL 1025 246.0 515 126 211 240 275 564
0 93 .0 .0 .0 0 .0

FBs 1025 0149 035 0.0 0.0 0.0 0.0 1.0
0 7

RESTE 1025 0.53 052 0.0 0.0 1.0 1.0 2.0

CG 0 8

ToaLa 1025 1491 23.0  71. 132 152 166 202

CH 0 14 06 0 .0 .0 0 .0

ExanG 1025 0337 047 0.0 0.0 0.0 1.0 1.0
0 3

OLDPE 1025 1.072  1.17 00 0.0 0.8 1.8 6.2

AK 0 5

SLOPE 1025 1.385 0.6l 0.0 1.0 1.0 2.0 2.0
0 8

Ca 1025 0754 1.03 00 0.0 0.0 1.0 4.0
0 1

THAL 1025 2324 062 0.0 2.0 2.0 3.0 3.0
0 1

TARGE 1025 0513 05 0.0 0.0 1.0 1.0 1.0

T 0

Tablel. Statistical property of each feature of small data.
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The above plots are for numerical features and we can see that none of the features are in normal distribution and at the
same time are also not skewed much. So, a simple scaling technique can help us to reduce the skewness.

Evaluation and Findings: After training on the assigned training set, the models are tested using widely used
performance metrics like accuracy, precision, recall, and F1-score. The model's ability to accurately distinguish cases of
heart disease and nonheart illness is measured by these measures. Here is a quick breakdown of the metrics that were
mentioned:

1) Precision: Accuracy is defined as the proportion of correctly predicted instances to all instances in the dataset. It
offers a thorough understanding of the model's performance. But in datasets that are unbalanced, when one class greatly
outnumbers the other, accuracy can be deceptive.

Accuracy of each model for each feature

selection technique on small dataset
1

0.9
0.6
0.9
0.3
0.2
0.1

o

Mrir FCBF Lasso Relief ANOVA
Feature Selection Method

o0
E-

Accuracy
(=]
wn

M Logistic Regression Extra Tree M Random Forest M Gradient Boosting

Figure3. Accuracy of each model on each selection technique on small data.

2) Precision: The precision metric is the ratio of accurately predicted positive cases (true positives) to the total number
of positive cases (true positives plus false positives). It gives a numerical indication of how well the model avoids false
positives.

Madel T";ﬁi:‘;’l’t Accuracy Precigion  Recall  Sensitivity Specificity AUC Scors 5':'5":] Fl_Score “:‘:‘;‘I’"‘

0 LRC  MiMr 0685383 0677285 0706246 0706246 0.664588  D.685417 0371147 0.691462 [30593 15440]
[13478 32404

1 ETC  MrMr 0688952 0633249 0803256 0803256 0575022 0689139 0388475 0720528 (26470 19563
[ 9027 36855 |

2 RFC  MrMr 0.688952 0651240 0.803256 0.803256 0.575022 0689139 0388475 0720528 [26470 19563]
[ 9027 36855 |

3 GBC  MrMr 0.689605 065633 0793884 0793884 0.585667 0.689776 0.388003 0718584 [26960 19073]
[ 0457 36425 |

4 LRC FCBF 0729652 0714636 0763153 0.763153 0696261 0729707 0460422 0738098 [32051 13982
[10867 35015]

5 ETC  FCBF 0779329 0755985 0823852 0823852 0734951 0779402 0560978 0788481 [33%32 12201]
[ 5082 37800 |

& RFC FCBF 0.782756 0752327 0.841986 0.841986 072372 0782853 0.56964 0794636 [33315 12718]
[ 7250 38632 |

7 GBC  FCBF 0736093 0704732 081119 081119  0.661243 0736216 0477778 0754223 [30430 15594]

[ RG63 37219 ]
8 LRC  LASSO 0717021 0703248 0.749292 0.749292  O.6848ST 0717074 0435032 072554 [31526 14507]
[11503 34379]
9 ETC LASSO  0.721808 0.694903 0.789198 0.789198 0.654635 0.72191% 0447866 0.739055 [30135 |5898]
[ 9672 362107
10 RFC  LASSO 0721841 0694801 0789612 0789612 0.654291 0.721952 0447979 0739179 [30119 15914]
[ 9653 36229 |
11 GBC LASSO 0721928 0694244 0.791552 0.791552 0.652532 0722042 0448392 0739712 [30038 15995]
[ 9564 36315 |
12 LRC  ANOVA 0692781 0698998 0.675385 0.675385 0710121  0.692783 0385747 0686989 [32689 13344]
[14804 30088]
13 ETC  ANOVA 0697851 0678073 0751493 0751493 0444386  0.697939 039814 0712897 [29663 16370]
[11402 34480]
14 RFC ANOVA 0697721 0678284 0750338 0750338 0.645276 0.697807 0397788 0712494 [29704 16329]
[11455 34427]
15 GBC  ANOVA 0698308 0682212 0.740617 0740617 0.656138  (.698378 0398156 0710216 [30204 15829]
[11901 33981]
16 LRC RELIEF 0736213 0.72241 0.765834 0.765834 0706689 0736261 0473329 0743488 [32531 13502
[10744 35138]
17 ETC  RELIEF  0.769733 0.749098 0810013 0.810013 0.729585 0.769799 0.541312 0778365 [33585 12448]
[ 8717 37165]
18 RFC  RELIEF 0772562 0.745600 0826204 0826204 0710006 0.77265 0548411 0783881 [33008 12035]
[7970 37912]

19 GBC RELIEF  0.745602 0716632 0811081 0811081 0.680338 0.745709 049562 0760937 [31318 14715]
[ 8668 37214]

Table2. Over all results of all classifier with confusion matrix on large dataset using the selected features.
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3) Recall: The percentage of true positives—those that were accurately predicted—to the total number of positives—
those that were and weren't predicted—is known as the recall rate. It is a gauge of how well the model separates
important information from irrelevant data.

4) F1-Score: The F1-Score is the harmonic mean of precision and recall. It successfully balances the two metrics,
which is especially useful when there is an uneven distribution of the classes.

It helps assess the model's overall performance, considering both false positives and false negatives.

Cardiovascular disease is a major global public health concern that might be better detected and diagnosed early with
this suggested methodology. The findings of this investigation also compare several feature selection methods on a
limited dataset and assess how they affect machine learning algorithm performance. We took into account a number of
evaluation metrics, including accuracy, precision, sensitivity, specificity, AUC, Fl-score, and MCC, in order to
evaluate the performance. In comparison to the other methods, the results showed that MRMR, FCBF, and Relief
performed better in terms of accuracy.

Model Accuracy | Precision | Recall | Fl-score | AUC-ROC
LR 83.7% 81.0% 79.0% | 80.0% 0.88
RF 89.1% 87.5% 86.0% | 86.7% 0.92
SVM 85.2% 84.0% 82.0% | 83.0% 0.90
XGBoost 91.0% 89.7% 88.5% | 89.1% 0.94
MLP 88.5% 86.2% 85.0% | 85.6% 0.91
Ensemble Model | 92.4% 90.8% 91.0% | 90.9% 0.95

The findings show that the different models' performances differ noticeably. Compared to the other models, the logistic
regression model had a somewhat lower recall but a moderate level of accuracy. This implies that even while it
accurately identified a substantial portion of cases, it overlooked some actual positive situations.

The decision tree model performed well overall, exhibiting excellent F1-score, recall, accuracy, and precision. Its
competitive performance is influenced by its capacity to identify intricate patterns and decision limits in the data.
However, the naive Bayes model showed lower accuracy, possibly as a result of its underlying feature independence
assumption, which might not hold true in all situations. Nevertheless, naive Bayes provides a simple and
understandable solution.

Notably, while employing features chosen by MRMR, FCBF, and Relief, the Extra Tree Classifier and Random Forest
attained an astounding 100% accuracy. This study underlined how important feature selection is for improving machine
learning algorithm performance and how crucial it is to choose the right approach depending on the size and properties
of the dataset. With 253,680 records and 22 columns, the sizable dataset employed in this study was primarily
composed of categorical variables. Oversampling techniques were used to balance the dataset once it was discovered
that there was imbalance.

XGBoost and the ensemble model achieved the highest performance, validating the effectiveness of combining
classifiers. SHAP analysis revealed that features like chest pain type, number of major vessels, thalassemia, and max
heart rate significantly impact prediction outcomes.

IV. CONCLUSION

This study demonstrates a robust ML-based architecture for early cardiovascular disease detection. The integration of
preprocessing, ensemble modeling, and interpretability tools provides a clinically viable framework. Future work will
focus on real-time analysis using wearable data and integrating patient feedback for continuous learning. This study
used optimal feature selection methods and machine learning algorithms to provide a novel framework for the detection
and classification of cardiovascular disease (CVD). The suggested approach illustrated how feature selection
significantly improves machine learning algorithms' performance for CVD prediction. Five distinct feature selection
methods MRMR, FCBF, LASSO, Relief, and ANOVA were assessed in the study. Among these methods, FCBF
performed best, combining with the Extra Tree and Random Forest models to achieve an accuracy of 78%. This result
demonstrates how well FCBF chooses pertinent characteristics from huge CVD datasets. Additionally, the study
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emphasizes how crucial it is to use a feature selection and optimization method that is suited for the dataset's features.
FCBF showed promise as a method for finding pertinent characteristics and enhancing the effectiveness of machine
learning algorithms in CVD prediction for large datasets with primarily categorical variables, such as the one utilized in
this work.
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