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ABSTRACT: The use of ML and DL techniques for healthcare prediction has the potential to change the way 
traditional healthcare services are delivered. In the case of ML and DL applications, healthcare data is deemed the most 
significant component that contributes to medical care systems. This paper aims to present a comprehensive review of 
the most significant ML and DL techniques employed in healthcare predictive analytics. In addition, it discussed the 
obstacles and challenges of applying ML and DL Techniques in the healthcare domain. As a result of this survey, a 
total of 41 papers covering the period from 2019 to 2022 were selected and thoroughly reviewed. In addition, the 
methodology for each paper was discussed in detail. 
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I. INTRODUCTION 
 

Machine Learning (ML), a branch of Artificial Intelligence (AI), learns from the data using various algorithms 
and is a self-improving process in terms of performance as making adjustments during the learning process. ML has 
been successfully applied to practically every domain such as robotics, education, travel to health care. In the 
healthcare domain, the ML approaches are mainly used for the purpose of disease diagnosis. 

The machine learning approaches came into the health sector domain in the 1970s and an international AI journal 
Artificial Intelligence in Medicine was established in 1980. In the next two decades, disease diagnosis domain adopted 
the classical ML approaches such as Support Vector Machine, Naïve Bayes, and some artificial neural networks. The 
introduction of AlexNet in 2012 initiated the current wave of deep learning in this field as neural networks 
demonstrated superior performance. Also, in this past decade, the investment in AI in healthcare applications has 
increased significantly. The studies in show that the use of AI and ML technologies in healthcare is leading to the 
development of software, platforms, automated systems and devices to check as well as improve the health condition of 
people. 

The analysis of the clinical data can lead to the timely diagnosis of the disease which will help to start cure for the 
patient in time as well. Traditional approach of diagnosing disease is generally costly and time-consuming. As well, the 
potential of time and cost-proficient machine learning-based disease diagnosis approaches are proven by the 
researchers. ML techniques have not only been able to diagnose the common diseases but are also equally capable of 
diagnosing the rare diseases. Authors in demonstrate the significance and robustness of AI and ML techniques to solve 
health care problems. 

In general, a dataset table used to build an ML model for diagnosing a disease has columns for different attributes 
and a column variable for the class variable. Here, class variable indicates whether the instance in the table indicated is 
positively diagnosed with the disease under consideration. Usually, class values of 1 means positively diagnosed and 0 
means negatively diagnosed. Supervised and unsupervised ML approaches have been in practice for analyzing the 
health care data. In general, disease diagnosis problems are based on supervised learning. We will present a detailed 
analysis of the used dataset and ML algorithms in . 
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Fig 1: Artificial intelligence in disease diagnosis 

 
Although ML offers systematic and sophisticated algorithms of multi-dimensional clinical data, the accuracy of 

the ML in diagnosing the diseases is still a concern [16]. As well, the improvement in the performance of ML to 
diagnose disease is a hot topic in this domain. As different ML approaches perform differently for different healthcare 
dataset, we are also in need to find the way to apply many state-of-the-art algorithms to same dataset in reasonable time 
with minimal lines of codes, so that the search of best ML method can be pursued efficiently to diagnose a particular 
disease. 

 
II. RELATED WORK 

 
Healthcare is the collective effort of society to ensure, provide, finance, and promote health. In the twentieth 

century, there was a significant shift toward the ideal of wellness and the prevention of sickness and incapacity. The 
delivery of healthcare services entails organized public or private efforts to aid persons in regaining health and 
preventing disease and impairment [6]. Health care can be described as standardized rules that help evaluate actions or 
situations that affect decision-making [7]. Healthcare is a multi-dimensional system. The basic goal of health care is to 
diagnose and treat illnesses or disabilities. A healthcare system’s key components are health experts (physicians or 
nurses), health facilities (clinics and hospitals that provide medications and other diagnostic services), and a funding 
institution to support the first two [8]. 

 
With the introduction of systems based on computers, the digitalization of all medical records and the evaluation of 
clinical data in healthcare systems have become widespread routine practices. The phrase "electronic health records" 
was chosen by the Institute of Medicine, a division of the National Academies of Sciences, Engineering, and Medicine, 
in 2003 to define the records that continued to enhance the healthcare sector for the benefit of both patients and 
physicians. Electronic Health Records (EHR) are "computerized medical records for patients that include all 
information in an individual's past, present, or future that occurs in an electronic system used to capture, store, retrieve, 
and link data primarily to offer healthcare and health-related services," according to Murphy, Hanken, and Waters [8]. 

 
Daily, healthcare services produce an enormous amount of data, making it increasingly complicated to analyze and 
handle it in "conventional ways." Using machine learning and deep learning, this data may be properly analyzed to 
generate actionable insights. In addition, genomics, medical data, social media data, environmental data, and other data 
sources can be used to supplement healthcare data. Figure 1 provides a visual picture of these data sources. The four 
key healthcare applications that can benefit from machine learning are prognosis, diagnosis, therapy, and clinical 
workflow, as outlined in the following section 
 

III. METHODS 
 

Machine learning (ML) is a subfield of AI that aims to develop predictive algorithms based on the idea that machines 
should have the capability to access data and learn on their own. ML utilizes algorithms, methods, and processes to 
detect basic correlations within data and create descriptive and predictive tools that process those correlations. ML is 
usually associated with data mining, pattern recognition, and deep learning. Although there are no clear boundaries 
between these areas and they often overlap, it is generally accepted that deep learning is a relatively new subfield of 
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ML that uses extensive computational algorithms and large amounts of data to define complex relationships within 
data. As shown in ML algorithms can be divided into three categories: supervised learning, unsupervised learning, and 
reinforcement learning 
 
 

 
Fig 2:  Artificial intelligence in disease diagnosis 

 
Logistic regression, also known as the logistic model, investigates the correlation between many independent variables 
and a categorical dependent variable and calculates the probability of an event by fitting the data to a logistic curve. 
Discrete mean values must be binary, i.e., have only two outcomes: true or false, 0 or 1, yes or no, or either superscript 
or subscript. In logistic regression, categorical variables need to be predicted and classification problems should be 
solved. Logistic regression has many benefits; for example, it shows the linear relationship between dependent and 
independent variables with the best results. It is also simple to understand. On the other hand, it can only predict 
numerical output, is not relevant to nonlinear data, and is sensitive to outliers. 
Random forest (RF) is a basic technique that produces correct results most of the time. It may be utilized for 
classification and regression. The program produces an ensemble of DTs and blends them. In the RF classifier, the 
higher the number of trees in the forest, the more accurate the results. So, the RF has generated a collection of DTs 
called the forest and combined them to achieve more accurate prediction results. In RF, each DT is built only on a part 
of the given dataset and trained on approximations. The RF brings together several DTs to reach the optimal decision. 
 

IV. RESULT ANALYSIS 
 
SVM is a statistics-based learning method that follows the principle of structural risk minimization and aims to locate 
decision bounds, also known as hyperplanes, that can optimally separate classes by finding a hyperplane in a usable N-
dimensional space that explicitly classifies data points . SVM indicates the decision boundary between two classes by 
defining the value of each data point, in particular the support vector points placed on the boundary between the 
respective classes. SVM has several advantages; for example, it works perfectly with both semi-structured and 
unstructured data. The kernel trick is a strong point of SVM. Moreover, it can handle any complex problem with the 
right functionality and can also handle high-dimensional data. Furthermore, SVM generalization has less allocation 
risk. On the other hand, SVM has many downsides. The model training time is increased on a large dataset. Choosing 
the right kernel function is also a difficult process. 
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Fig 3: Improving the accuracy of medical diagnosis 

 
Progressively and unevenly. The tree policy is utilized to get the critical node of the current tree for each iteration of the 
method. The tree strategy seeks to strike a balance between exploration and exploitation concerns. Then, from the 
specified node, simulation 2 is run, and the search tree is then updated according to the obtained results. This comprises 
adding a child node that matches the specified node's activity and updating its ancestor's statistics. During this 
simulation, movements are performed based on some default policy, which in its simplest case is to make uniform 
random movements. 
 

V. CONCLUSION 
 

Machine Learning (ML) algorithms have been successfully applied in the healthcare domain to diagnosing 
diseases. In our work we show that, the use of libraries such as AutoGluon can help to compare the performances of 
different ML approaches in diagnosing a disease for a given dataset with optimal lines of code. This helps in finding the 
best performing ML algorithm for a particular dataset or a particular type of disease as well. Furthermore, it decreases 
the probability of inaccurate diagnosis, which is a significantly important consideration while dealing with the health of 
the people. In this study we have tested the performance of 20 ML approaches in diagnosing diabetes based on the 
Pima Indian Diabetes Dataset. For the dataset considered in this study, the Naïve Bayes algorithm performed better 
among the other algorithms. This shows that using complex and computationally costly algorithms does not necessarily 
improve the accuracy of diagnosing a disease. 

The possibility of the improvement in the performance of ML models in the future can be started by finding the 
correlation among each attribute and dropping the highly correlated attributes, because the highly correlated attributes 
can confuse a model in the learning phase. The evidence of applying multiple ML algorithms with optimal lines of 
codes in this study strongly suggests that such investigations are to be pursued. 
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